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ABSTRACT

The challenges and solutions required for peer-to-peer video-
on-demand (P2P VoD) provided by a fixed provider such as a
cable company are fundamentally different from those seen in
traditional P2P networks or client-server VoD solutions. Un-
like traditional P2P networks, the end nodes (set top boxes
with DVR capabilities) are largely under control of the system
provider. Consequently, issues like churn and free-loading are
less substantial. Unlike client-server solutions, there is always
a readily-available resource of peer nodes able to contribute
even if they are not using the VoD service!

This paper explores requirements for efficient preloading
of VoD movie data onto numerous customer set-top boxes.
This research is currently exploring mathematical program-
ming algorithms that minimize uplink traffic, given a pop-
ularity model for various pieces of content and information
about storage and bandwidth capacity constraints at the cus-
tomer nodes. Given the complex non-linear nature of P2P
interactions, these mathematical programs require non-linear
optimization approaches or heuristic solutions. However,
even heuristic solutions would likely provide substantial ad-
vantages over simple dynamic allocation.

Index Terms— Video-on-demand, mathematical pro-
gramming

1. INTRODUCTION

As systems such as voice, video, and data communication
merge onto a single IP-network delivery platform, users are
likely to benefit with a greater number of choices and more
content control at their disposal [1]. Given the numerous ad-
vantages of doing so, cable companies have made significant
investments in systems that seek to deliver high-bandwidth
digital content (e.g., Video-On-Demand service for full
length, high-definition movies) to consumers. However in
the current unicast data delivery model, all the movie data is
streamed from the regional or national-level video hubs to the
requesting viewers. This unicast data delivery model puts a
considerable amount of strain on the regional/national servers
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and on the uplink connection between the local community
switch and the local video hubs. The uplinks between the
communities and the server hubs thus become the bottleneck
in determining the total number of concurrent viewers, and
increasing this number will only lead to more usable systems
for the users and greater potential revenue for the network
providers.

2. PROPOSED SOLUTION AND CHALLENGES

The viewers in this environment are users of set-top boxes
provided by the networks. Although set-top boxes can store
viewer-selected content through resources such as DVR, they
are essentially largely under control of the system provider.
Thus, the system provider may use their resources as a way of
extending the capabilities of the network. A feasible solution
to reduce uplink load and extend the network is to use P2P
communication among set-top boxes in a community. This
approach could exploit any unused bandwidth in the com-
munity network and any unused capacity in the user set-top
boxes.

In our previous work we modified the BitTorrent proto-
col to enable peers (set-top boxes) to stream data to each
other [2]. Our results showed that with a modified piece-
picker policy, data demand on the server is reduced by upto
70-90% when compared to simple unicast delivery model,
thus validating the use of P2P communication for streaming.
Our system was evaluated with a single movie with no con-
straints placed on the piece-popularity, as this is most similar
to the existing BitTorrent file swarm model [3]. However,
using individual swarms for videos would mismanage and/or
underutilize the potential resources available in a network of
set-top boxes.

We now plan to further our research into P2P communi-
cation for video content delivery by extending our system to
consider the streaming of all movies available from the VoD
provider. We have identified several research problems that
arise by considering an extended system.

First, porting a traditional P2P model into a environment
that is largely centrally-controlled would underutilize the re-
sources. If end nodes are entirely responsible for making de-
cisions about which content to store based on their own on-
demand viewing, the system will not be increasing its capabil-



ities whenever end nodes are idle. This is a substantial issue
in situations like home VoD where we would expect idleness
for most of the day followed by a brief period of high activity
in the evening and early night. Instead, the system should try
to preload desired data onto the set-top boxes and thus make
all set-top boxes active participants in the P2P network even
if they are not consuming P2P resources.

Second, the issue of set-top box capacity becomes a con-
cern when we consider all the content available from the
provider (which can reach thousands of movies). The total
capacity among all the set-top boxes in a community is far
less than the capacity needed to store all the movies, so only
a subset of the total content can be stored in the community.
Further, if the movies are encoded in high-definition, capacity
becomes an even bigger constraint.

Third, bandwidth is closely tied with capacity as both
must be considered jointly to maximize overall streaming ef-
ficiency. This is a concern as all networks currently exhibit
substantial asymmetry between the uplink and downlink bi-
trates at any given end node (typically about an order of mag-
nitude). If each end node has an uplink of 1 Mbps, it would
require six sources simultaneously contributing data to satisfy
a single request for a HD-quality streaming movie encoded
at 6 Mbps; each of these sources would be fully saturating
its uplink. This issue now relates back to capacity, because
offloading a substantial amount of streaming traffic onto the
P2P network requires that enough copies of the data exist in
the network to account for the asymmetry in uplink and down-
link rates. This requires replication, which reduces the effec-
tive aggregate capacity in the network and makes the subset
of content that can be stored in the network an even smaller
fraction of the total.

Because the P2P network can only store a subset of the
data content available, any preloading solution must intelli-
gent choose which data to load and replicate. An effective
decision would require an understanding of the popularity of
different pieces of content, as the greatest benefits would arise
from replicating the most popular content. At the same time,
the high demand for these most popular videos would require
extensive replication to be able to support as many simultane-
ous requests as are likely to arrive.

We are currently exploring different intelligent capacity
allocation policies using mathematical models that would
seek to maximize the streaming availability and efficiency
within the community network. Putting together capacity
and bandwidth constraints, we are developing mathemati-
cal programming models that build up a “presence matrix”
of pieces of content by carefully considering capacity con-
straints (making sure that no given node is assigned too much
data) and bandwidth constraints (making sure that no node’s
uplink is overly strained by heavily replicating the most pop-
ular pieces of content and distributing the popular content
across different sets of nodes so that no node is particularly
more demanded than others) while optimizing for an objec-

tive function. The current objective function is to minimize
the aggregate bandwidth demand at the servers.

3. SUMMARY AND FUTURE WORK

Although P2P VoD offers substantial performance challenges,
intelligent preloading algorithms should enable effective uti-
lization of system resources to allow scalability beyond the
saturation point of the current client-server model. Conse-
quently, this should be an important area for short-term and
long-term contributions.

Future work must consider the robustness and security
of the proposed P2P delivery model. One of the biggest is-
sues in traditional P2P research is churn: Nodes come and
go randomly which changes the network dynamics. Capacity
and bandwidth can change instantaneously and the network
should be able to adapt to the change. Although less than a
traditional P2P system, a set-top box network can still expe-
rience churn caused by power failures or users turning off the
power on their node; additionally, a set-top box is in a state
of “virtual churn” if its uplink is being used entirely for other
purposes at a given time. We would like to explore robust-
ness and resilience against churn in the system. Additionally,
using set-top boxes to make decisions and serve data intro-
duces an increased possibility of malicious users looking to
manipulate the system to their own advantage. It is thus also
important to protect content and detect and prevent harmful
activity.

Although cable companies may deploy a setup like this
for VoD, they can use it to gain additional benefits in other
domains as data traffic is also carried on the same network as
videos. Thus, the infrastructure that results from these efforts
may benefit other applications. For example, this peer-to-
peer setup may also act as a cache for Web content or blocks
of other commonly- accessed files, allowing a general reduc-
tion in uplink traffic from non-VoD sources as well. Such
efforts may be important when dealing with high-bandwidth
events such as software updates that affect all end-users at
once.
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